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Abstract—Recent advances in solar cells designed to operate under high-level injection conditions have produced devices that are approaching some of the limits imposed by the fundamental band-to-band Auger recombination in silicon. A device has been optimized to study this recombination by using the fabrication technology developed for point-contact solar cells. Using both steady-state and transient measurements, the recombination rates in high-resistivity Si in the injected carrier density range of $10^{17}$ to $2 \times 10^{17}$ carriers/cm$^3$ were investigated. The coefficient of the recombination, which depends on the carrier density cubed, is found to be $1.66 \times 10^{-20}$ cm$^6$/s $\pm$ 15 percent. This result is four times higher than the ambipolar Auger coefficient commonly used in the modeling of devices that operate in this injected carrier density range and lowers the expected limit efficiencies for silicon solar cells.

I. INTRODUCTION

As silicon material and processing techniques improve, the ultimate efficiencies of Si solar cells are expected to be limited by the bulk Auger recombination [1], [2]. Under high-level injection conditions, this recombination has a characteristic signature, due to its dependence on the cube of the carrier density, and has been observed in the best demonstrated Si concentrator solar cells. These cells are made from high-resistivity silicon but are conductivity modulated to carrier densities greater than $10^{17}$/cm$^3$ by the photogeneration under concentrated sunlight. A comparison of the modeling predictions to the short-circuit current versus incident illumination intensity data was previously found to be poor unless the Auger recombination coefficients are increased by a factor of 3 or 4 over the commonly accepted values in the relevant range of carrier densities, up to $10^{17}$/cm$^3$ [3]. In this paper we show that such a modification is also necessary to account for the illuminated open-circuit voltage and the open-circuit voltage decay.

The most widely used values for the Auger coefficients are those measured by Dziewior and Schmid in heavily doped silicon and Svantesson and Nilsson in highly injected silicon [4], [5]. These coefficients are in good agreement, 3.8 and 3.88 $\times 10^{-31}$ cm$^6$/s, respectively, if the ambipolar coefficient is taken to be the sum of the individual coefficients in p-type and n-type silicon. Both of these experiments determined the recombination rates primarily at carrier densities above $10^{18}$ carriers/cm$^3$.
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where this recombination clearly dominates over the other recombination processes. Other authors have observed an apparent increase in the coefficient of this recombination at carrier densities less than $10^{18}$ [6]-[8]. Most of these results involved a subtraction of other comparable recombination components in the analysis for this range in carrier density except for the most recent results on unprocessed Si. One of these experiments measured the high injection lifetimes by utilizing high-resistivity wafers that were screened for unusually long bulk lifetime. The surface recombination was reduced to extremely low levels by immersion in acids [9]. Other authors have measured the lifetimes in float-zone doped material either in the boule or in thick wafers [10], [11].

In this study, we have optimized a device specifically to study the lifetimes under high-level injection conditions in processed silicon by utilizing the observed sensitivity of high-efficiency concentrator solar cells to this parasitic recombination component. We designed and fabricated a test structure that can determine the coefficient of this process by focusing on a special case for which the analysis is vastly simplified, and this recombination is dominant. Such a device can be constructed so that the analysis is insensitive to the modeling parameters such as the diffusion coefficients.

II. METHOD

The method chosen to characterize the Auger recombination was to monitor the open-circuit voltage of a high-injected solar cell under both steady-state conditions, using a measurement of $V_{oc}$ versus the incident illumination intensities, and transient conditions, by observing the open-circuit voltage decay (OCVD). Point-contact solar cells of the configuration shown in Fig. 1 have shown a sensitivity to the Auger recombination. Since this recombination produces a parasitic loss in solar cell efficiency, a well designed solar cell will necessarily minimize this effect. A detailed model of this solar cell has arisen from this effort [13]. Using this model, the opposite effect can be achieved, that is, to maximize the sensitivity to this recombination. This is the approach described here.

Consider the special case of a solar cell under open-circuit voltage conditions. The photogenerated carriers per unit of cell area $J_{ph}$ are balanced by the recombination $R$ as well as the change in carrier density, both expressed as charge

$$J_{ph} = q \int \frac{dn}{dt} \, dx + q \int R \, dx. \quad (1)$$
In the illuminated steady-state case, this equality becomes [13]

\[
J_{ph} = \frac{q}{\tau} \int n(x) \, dx + qS(n_f + n_b) + J_{on} A_n \left( \frac{n_{on}}{n_i} \right)^2 + J_{op} A_p \left( \frac{n_{op}}{n_i} \right)^2 + qC_a \int n^3(x) \, dx
\]  

(2)

for the highly injected case where \( n = p \gg N_B \), the background doping level. A list of the variables in (2) is given in Table I. In this equation, the first term represents the bulk Shockley-Read-Hall recombination, the second is the surface recombination, the third and fourth account for diffused region recombination, and the last is the bulk Auger recombination.

In conjunction with a high injection solar cell model [13] that can predict \( n(x) \), (2) can be used to find the coefficients in a self-consistent manner. The photogenerated current \( J_{ph} \) can be accurately determined from the short-circuit current of solar cells at low illumination intensities where the quantum efficiency is nearly unity (a correction, less than 1.0 percent, can be made from the modeling). Notice that if \( n(x) \) is uniform across the wafer, (2) is vastly simplified. The measurement then becomes entirely model independent since \( n \) is determined by the measured open-circuit terminal voltage [13].

\[
V_{oc} = \frac{kT}{q} \ln \left( \frac{n_{on} n_{op}}{n_i^2} \right) \quad \text{or} \quad n = n_i \exp \frac{qV_{oc}}{2kT}
\]  

(3)

This idealized case is approached if the diffusion length is much greater than the cell thickness as long as the surface and emitter recombination rates are much smaller than in the diffusion-limited case.

The device reported here was designed with this in mind. The optimization involved two goals:

1) All of the recombination components that are technology dependent (the bulk, surface, and emitter (diffused region)), should be reduced to the lowest possible levels to maximize the sensitivity of the measurement to the Auger recombination.

2) The carrier density should be as uniform as possible so that the modeling correction is very small to insure the most accurate extraction of \( C_A \).

The first two terms in (2) were minimized by using processing techniques that have been developed for the demonstrated solar cells. It has been shown that lifetimes greater than several milliseconds and surface recombination velocities less than 10 cm/s can be achieved on pro-
cessed wafers [3]. The second and third terms can be reduced to arbitrarily small levels by reducing the areas of the diffusions, \( A_n \) and \( A_p \). This is demonstrated in Fig. 2 where an effective emitter saturation current is plotted as a function of the total back surface area coverage fraction of the diffused regions. This effective emitter saturation current \( J_{\text{eff}} \) is that which would be found by replacing the emitter terms, the third and fourth terms in (2), with \( J_{\text{eff}} (n/n_i)^2 \). The values shown in Fig. 2 were determined by the techniques discussed in this paper as well as by a contactless technique [14]. This data verifies that the effective emitter saturation current does scale inversely with the emitter area.

Minimizing the areas of the diffusions has several other beneficial effects beyond simply reducing the emitter component of the recombination. An evaluation of (2) for the case of an optimized solar cell (with \( A_n \) and \( A_p \) about 0.1 and \( J_{\text{on}} = J_{\text{op}} = 4.5 \times 10^{-13} \) A/cm² [14]) indicates that for most illumination intensities, the emitter recombination dominates the device characteristic. Since the photogeneration is primarily in the front of the cell, the carriers must flow down a gradient in carrier density from the front of the cell to the back where they recombine. This gradient is significant at carrier densities above \( 10^{16} \) and must be accurately modeled for an accurate evaluation of the coefficients in (2). When this emitter recombination is minimized by reducing the area of the diffusions, the transport of carriers across the cell width for a given back surface carrier density is reduced. This effect is shown in Fig. 3 in which the carrier density across the cell is greatly reduced in the Auger test structure. The relatively flat profile reduces the sensitivity of the extraction to the choice of device model or model parameters such as the diffusion coefficients and photogeneration profiles. Another way to reduce the difference in the average carrier density and the carrier density at the back of the cell, which is measured by the terminal voltage, is to make thin cells. In the limit of no emitter recombination and a very thin cell, then the extraction becomes independent of the both diffusion coefficient and the photogeneration profile because the carrier density will be uniform across the wafer.

The sensitivity of the device to the Auger recombination in particular is indicated in Fig. 4 in which the proportions of the various terms in (2) are displayed as a function of the incident intensity. This simulation is for an 86-µm-thick test structure as discussed in the next section. It is clear that the device will be dominated by the Auger recombination for incident power densities above 1.0 W/cm², a concentration of 10 suns. For high incident power densities, (2) is so strongly dominated by the Auger recombination term that it becomes essentially a one parameter curve fit for \( C_A \). The parameters used in the modeling in this section are shown in Table II and are self-consistent with the conclusions of this paper.

The second diagnostic method that was used to determine the coefficients in (2) was the open-circuit voltage decay (OCVD) technique. Consider (1) and (2) after a forward bias excitation pulse is abruptly turned off. If the diffusion transit time is much smaller than the lifetime,
The carrier density in the wafer will become constant across the wafer within a few transit times. From (1), the right side will then equal the change in carrier density with respect to time per unit area.

\[ -qW \frac{dn}{dt} = \frac{q}{\tau} Wn + qS(n_f + n_b) + J_{on}A_n \left( \frac{n_n}{n_i} \right)^2 + J_{op}A_p \left( \frac{n_p}{n_i} \right)^2 + qWC_n n^3. \] (4)

But from (3)

\[ \frac{dn}{dt} = n \frac{q}{2kT} \frac{dV}{dt}. \] (5)

Hence

\[ \frac{dV}{dt} = \frac{2kT}{qW} \left[ \left( \frac{W}{\tau} + 2S \right) + \frac{\left( J_{on}A_n + J_{op}A_p \right)}{qn^2} n + C_A W n^2 \right]. \] (6)

A curve of \( dV_{oc}/dt \) versus \( V_{oc} \), both experimental variables, can be converted to \( dV_{oc}/dt \) versus \( n \) using (3) (with a small three-dimensional correction shown in Fig. 5, derived in the Appendix) and fit to determine the coefficients of (6).

III. Experiment

The devices used in this study were fabricated using a self-aligned process sequence shown in Fig. 6 in order to achieve very small diffusion sizes. This fabrication schedule is similar to that previously described for optimized concentrator solar cells except that the oxide is not stripped after the diffusion drive-in step and later regrown as in that process [15]. The cells used in this study were 86 and 95 pm thick. Both devices had the same diffusion geometry for which the mask openings were 4 by 4 pm on a 100-pm square grid for both the phosphorus and the boron diffusions as shown in Fig. 7.

The illuminated steady-state measurements of open-circuit voltage were performed in sunlight concentrated by front-surface mirrors as previously described [16]. The cell was tested under a low duty cycle in order to accurately control the cell temperature (a 0.005 duty cycle of 3-ms pulses). The range of incident power densities investigated was from 1 to 60 W/cm². During these measurements, the solar cell was clamped to a brass mount by a four-point voltage probe. The placement of the cell on the mount is accurate to within 100 pm in order to align the cell active area behind the 0.152-cm² aperture for the incoming sunlight. Data points at 0.1 W/cm² are
Fig. 7. A unit cell showing the diffusion mask geometry on the backside of the device. This unit cell is repeated to cover the entire 3 × 5 mm device. For comparison, the optimized solar cell reported in [12] has 10-μm emitters on a 50-μm pitch.

reported which were taken under an ASTM 86 Global spectrum at 25°C [17].

The OCVD measurements were performed under a 1/2000 duty cycle of 100-μs pulses of current that were used to forward bias the solar cell. The power supply switching was accomplished using a n-channel power MOSFET rated at 12-A continuous current. The open-circuit voltage decay was recorded on a digital oscilloscope for which the signal was averaged over 1000 traces. This curve was then fit to (6) to obtain the coefficients. The temperature of the mount was measured within 1 mm of the cell using a copper-constantin thermocouple (±0.5°C). By increasing the pulse length to 500 ps, which also increased the duty cycle by a factor of 5, the heating effects on the measurement could be evaluated. No effect on the resulting decay curve was observed (±1 mV).

IV. DISCUSSION

A curve of open-circuit voltage versus incident power density is shown in Fig. 8 comparing an 86-μm-thick Auger test structure with an optimized solar cell that had shown 27.5-percent efficiency at 10 W/cm² [12]. Compared to the baseline solar cell, the Auger test structure has higher voltages at each incident power. This is primarily due to the suppression of the emitter recombination accomplished by reducing the total area of the diffusions by a factor of 25. By using (3) in (2), the expected slope of the curve of \( V_{oc} \) versus In \( (J_{ph}) \) can be found for cases in which the carrier densities are uniform across the wafer. A cell that is dominated by bulk and surface recombination, both linear in \( n \), will increase 120 mV/decade of increase in \( J_{ph} \) at 300°C. Similarly, a characteristic dominated by the emitter and Auger recombination will give 60- and 40-mV/decade characteristics, respectively. The test structure characteristic approaches the 40 mV/decade expected for the Auger recombination at intensities greater than 10 W/cm². This is in good agreement with the modeling result shown in Fig. 4. The solar cell that had been optimized for maximum efficiency shows a characteristic closer to that expected for emitter recombination (60 mV/decade) for most of the measured range.

Two fits of the model to the data from the test structure are also shown in Fig. 8. The first shows a best fit of the three-dimensional model to the data using the coefficients listed in Table II. This curve is for an ambipolar Auger coefficient of \( 1.66 \times 10^{-30} \text{cm}^6/\text{s} \). An average of the Auger coefficient determined from 10 devices of the two different thicknesses shows a standard deviation of 4 percent. The second curve uses the most commonly referenced Auger coefficients from the literature, \( C_n = 2.8 \times 10^{-31} \) and \( C_p = 0.99 \times 10^{-31} \text{cm}^6/\text{s} \) [4].

A typical curve for the open-circuit voltage decay is shown in Fig. 9. The voltage has been converted to carrier density \( n \) using (2) with the three-dimensional correction of the emitter recombination current shown in Fig. 5 (see the Appendix). Several features are apparent. The slope...
$dV/dt$ becomes constant at low carrier densities showing the behavior expected from (6) since the surface and bulk recombination will dominate in this region. At the higher carrier densities the quadratic term, the Auger recombination, dominates. The term due to the emitter recombination, which would increase linearly with the carrier concentration, is very weak.

The best fits for these coefficients from five of the 86-μm devices yield an Auger coefficient of $1.65 \pm 0.08 \times 10^{-30}$ cm$^6$/s. The fit to four 95-μm devices is best for $1.67 \pm 0.04 \times 10^{-30}$ cm$^6$/s. These results are in excellent agreement with the steady-state results.

An interesting question brought up in recent publications is that the validity of (6) requires that the diffusion capacitance dominate over the junction capacitance in the voltage range of interest. This assumption has been shown to be in error in the case of typical silicon solar cells operating under low-level injection conditions \[18, 19\]. Due to the long carrier lifetimes and high-level injection, which increase the carrier storage, and the small diffusion capacitance, which decreases the junction capacitance, this condition is met in the devices considered here.

At the lowest voltage used in this study, 600 mV or $1.5 \times 10^{15}$ carriers/cm$^3$, the diffusion capacitance is more than five orders of magnitude greater than the junction capacitance.

Several sources of error should be mentioned for the present experiment. First, there are fundamental uncertainties in the determination of the carrier density from the terminal voltage. As discussed above, the device has been designed so that the terminal voltage indicates the bulk carrier density as closely as possible. However, the carrier density determined by this voltage depends critically on $n_i$, taken to be $1.45 \times 10^{10}$ at 300 K in this experiment\[1\] (see Table II). The resulting Auger coefficient depends on $n_i^3$ in the steady-state illuminated open-circuit voltage measurement and $n_i^2$ in the OCVD experiment. The good agreement between the steady state and transient measurements is evidence that this value of $n_i$ is accurate. A closely related error is the effect of an uncertainty in temperature on the extraction since the value of $n_i$ changes about 6 percent/°C. For the steady-state illuminated experiment and an estimated experimental temperature uncertainty of 0.5°C, this represents a possibility of a 9-percent error in the extraction of the Auger coefficient.

Another possible source of error is a parasitic loss of carriers that was neglected in the analysis presented here for both the steady-state and OCVD measurements in the present experiment. This was the "perimeter" current, the carriers that diffuse out of the cell active area into the rest of the wafer where they recombine. These effects can be significant at the low carrier densities where the diffusion lengths are long \[20\]. This problem could be reduced by using larger devices than those used here, 3 by 5 mm, or by using different sized devices in order to extract this component. A numerical evaluation of this effect indicated that taking this into account would lower the extracted Auger coefficient by a maximum of 7 percent.

The two most recent measurements of the Auger recombination as a function of injected carrier density are shown in Fig. 10. Some data from an open-circuit voltage decay trace of the Auger test structure is shown along with a curve of the Auger component extracted from this experiment. For the OCVD data shown, the lifetime was constructed from the voltage decay as

$$\tau_{\text{measured}} = \frac{2kT}{q(dV/dt)}.$$  

The extracted curve assumes that the lifetime is inversely proportional to the carrier density squared. The other curve shown is from Yablonovitch and Gmitter and is fit to a $-1.65$ power rather than $-2.0$ \[9\]. Both of these curves are shown for the range in which they were fit to data. Because different slopes for the Auger recombination were assumed by Yablonovitch et al. and the present study, the two results correspond only at one carrier density, $4.5 \times 10^{16}$ carriers/cm$^3$. These experiments were complimentary in that they were done in fundamentally different ways. In the experiment by Yablonovitch and Gmitter, the carrier density was determined based on the wafer conductivity. In the present experiment, the carrier density was determined from the terminal voltage.

Although the revised coefficient from our data is four times higher than those most commonly used in modeling, there is general agreement between the data from different authors on the lifetime for silicon with carrier densities in this range. The coefficients that Dziewior and Schimd derived from their data fit well only for their data points above $10^{18}$ carriers/cm$^3$ as noted in that paper. However,
their data for lower carrier densities have lower lifetimes than the data presented here. A collection of data from several sources is shown in Fig. 11. This figure shows the lifetime data for Dziwior and Schmid in the range of lifetimes greater than 10 μs, as well as data taken from float-zone boules in the lower doping ranges [10], [11]. For highly injected silicon, the curves from Fig. 10 are also shown here. Additional data (not shown) has also indicated that the ambipolar Auger coefficient is between 1 and 2 \times 10^{-30} \text{cm}^6/\text{s} [6]-[8] in the lower carrier density range.

It is interesting to plot this latest lifetime data from as-grown doped float-zone silicon in a comparison to the data from highly injected silicon. Huber et al. [11] measured lifetimes on doped float-zone silicon using the surface photovoltage method, shown here in Fig. 11, as well as by photoconductivity decay methods. It was noted that the photoconductivity measurements yield lifetimes two to three times longer. This conclusion indicates that if the lifetimes were reported from photoconductivity measurements, their p-type data would be in very good agreement with the p-type data from Ciszek [10] (measured by photoconductivity decay). The ambipolar lifetime deduced from these measurements on doped silicon

\[
\frac{1}{\tau_{\text{ambipolar}}} = \frac{1}{\tau_p} + \frac{1}{\tau_n}
\]

is approaching the ambipolar lifetime measured in silicon, which is highly injected to the same carrier density. The recent results in undoped silicon have reduced the expected "fundamental" Auger lifetime as the lifetimes in doped silicon have steadily improved toward similar values. If this trend continues, then this agreement between data for highly injected and highly doped silicon will provide evidence for some mechanism that is independent of substrate doping type and depends only on the carrier concentrations.

Although some discussions of the physical mechanisms for the lifetime data at carrier densities less than 10^{18}\text{ carriers/cm}^3, Fig. 11, exist in the literature, general agreement does not yet exist for the mechanisms of the recombination. In this paper, as in most others, the term Auger recombination is used to reference a recombination that produces a lifetime that depends on the carrier density products \(n^2p\) or \(p^2n\). This is the only indication that this may be the mechanism involved as no stronger evidence that an Auger process is involved was presented here. Hence more fundamental studies are necessary to determine the mechanism for the apparent increased Auger coefficient at carrier densities lower than 10^{18}/\text{cm}^3.

In a previous paper in which the thickness dependence of the quantum efficiencies of optimized solar cells was discussed [3], discrepancies were seen between the modeled results, which used the Dziwior and Schmid coefficients, and the experimental results. The short-circuit current is another solar cell operating point for which the boundary conditions are especially well defined since the excess carrier density across the cell is then determined by the gradient caused by the particle current from the front to the back of the cell. This data of the relative quantum efficiencies at short-circuit current as a function of illumination intensity is shown in Fig. 12 with a comparison of modeling curves that use the different Auger coefficients. The Auger coefficients from the present experiment fit this data better than the coefficients previously used.

Fig. 12 demonstrates the importance of the Auger recombination to the modeling of the different operating points of optimized solar cells. The comparison of cells of different thicknesses highlights the fact that an accurate knowledge of this recombination is especially necessary when considering new cell geometries. Any geometry that results in high-peak carrier densities (as in thick cells) will become extremely sensitive to this recombination.
The carrier density range between $10^{16}$ and $2 \times 10^{17}$ carriers/cm$^3$ is the range of interest in calculating the fundamental limits that this recombination places on Si solar cell efficiencies. A revision to the Auger coefficient in this range as presented here lowers the ultimate efficiencies possible for a highly idealized Si solar cell [2] by about 1 percent, to 36 percent. Using the existing technology and recombination parameters demonstrated in point-contact cells, the near term limit to the efficiency for this device appears to be 29 percent at 300°C. This is a conservative prediction based on the characteristics of the cells already demonstrated to be 27.5-percent efficient. The improved performance is foreseen in thinner cells, reasonably 70 μm, which would reduce the Auger recombination studied here. A less resistive metallization is also assumed [12].

V. CONCLUSIONS

A test structure has been designed and demonstrated that is optimized to study the Auger recombination in the carrier density range of interest to solar cell applications, $10^{16}$ to $2 \times 10^{17}$ carriers/cm$^3$. Both a steady-state illuminated measurement and an open-circuit voltage decay measurement were used to extract the coefficient of the recombination, which goes as $n^3$. The resulting coefficient, $1.66 \times 10^{-30}$ cm$^6$/s, is four times higher than that most commonly used in solar cell modeling. However, this result is shown to be in good agreement with data from the literature. Although the test structures used in this study are most similar to a solar cell under open-circuit conditions, the Auger coefficient determined from this study enables the quantum efficiency at short-circuit current of optimized point-contact cells to be modeled accurately. Prior to this study, the loss in quantum efficiency in these cells was considered to be anomalously high [3].

By generalizing the results from these recombination rates measured in highly injected silicon, it appears that the lifetimes in the very best quality doped material may already be approaching a fundamental limit. This would be evidence for a common recombination mechanism in the two cases, doped and highly injected materials. This data supports previous conclusions that the apparent Auger coefficients are much larger at carrier densities less than $10^{18}$/cm$^3$ than at carrier densities greater than $10^{18}$ [6].

This result has several device implications. For power devices, the amount of conductivity modulation possible in highly injected regions is less than previously thought. Similar considerations will reduce the ultimate efficiency of solar cells by about 1 percent, to 36 percent at 300 K.

APPENDIX

The modeling used for the extraction of the recombination components in this paper closely follows the modeling of [13]. In that case, the cell was divided up into three regions shown in Fig. 13. In region 1, the carrier density was approximated by a one-dimensional solution. The carrier density was assumed to be constant in region 2. In region 3, a three-dimensional solution was used. If the generation profile is assumed to be a delta function at the front of the cell and the diffusion lengths are much longer than the cell thickness, then the solutions for Laplace's equation can be used to find the carrier densities. In this special case, the location of the boundary can be found by variational methods that determine the best solution of the diffusion equations for the entire device within these assumptions.

The approach used in this study was to use this same basic framework as an approximate analysis for the case of the open-circuit voltage, for which it does not rigorously apply when the bulk recombination is a significant fraction of the whole.

In the case of open circuit conditions, the diffusion in each of the three regions is ambipolar. The boundary, $r_1$ in Fig. 13, was chosen using the variational solution, which is only valid in the case of no recombination or generation in the bulk. This would be the case if the recombination were dominated by the emitter and the surface, and the photogeneration was entirely at the front of the cell. These were taken as boundary conditions in [13]. This same radius was used in this case because the profiles are so flat that the solutions are insensitive to the choice of $r_1$ within large bounds. The generation profile was not assumed to be a delta function at the front of the cell, but rather the combination of a uniform generation and a delta function that gives the same average depth of photogeneration as that determined by an integration over the absorption of the AM1.5 spectrum in silicon. Again the carrier density profile is so flat as to be extremely insensitive to this assumption.

A numerical integration was utilized in the one-dimensional regions to construct the carrier density in order to accurately account for the recombination due to the bulk terms in the integrals in (2). In the three-dimensional regions, the profiles were determined using an analytical solution assuming that the entire carrier flux were due to the electrons and holes that recombine in each emitter. This part of the modeling will be derived here because it differs from [13] in the case of the open-circuit voltage, and also because it was used apart from the modeling program as an explicit correction in the analysis of the OCVD data.

Experimentally, the p-type and n-type emitters in this study have been shown to have the same emitter satura-
tion currents \(J_{on} = 4.5 \times 10^{-13} \text{ A/cm}^2\), so in the case of the open-circuit voltage, they can be treated similarly. The flux of the electrons or holes that flows into the \(n^+\) emitter is given by (expressed as a particle current)

\[
J = J_{on} \left( \frac{n_{on}}{n_i} \right) ^2 \left( \frac{r_{on}}{r} \right) ^2 \text{ for } n_{on} \gg n_i
\]

where \(n_{on}\) is the carrier density in the base at the depletion region edge \(r_{on}\). This radius \(r_{on}\) is for a hemisphere with an equivalent area to the \(n^+\) diffused area. Integrating the diffusion equation

\[
\int dn = \frac{1}{qD_A} \int J \, dr
\]

the drop in carrier density due to the gradient in the three dimensional region is found.

\[
\Delta n = J_{on} \left( \frac{n_{on}}{n_i} \right) ^2 \frac{r_{on} ^2}{qD_A} \left( \frac{1}{r_{on}} - \frac{1}{r_1} \right).
\]

In these devices, the emitters only act as voltage "probes" to determine the carrier density. Equation (11) shows that because these diffused regions are also recombination sinks, they also perturb the carrier density by an amount \(\Delta n\). Notice that this \(\Delta n\) decreases linearly with the junction radius \(r_{on}\), when this radius is much smaller than the boundary \(r_1\). This indicates that the smallest possible emitters would be best for this study (we used \(4 \times 4 \mu m\) defined areas).

To find the carrier density at \(r_1\) from the open-circuit voltage \(V_{oc}\), this \(\Delta n\) must be taken into account. Since both emitters are the same radius and recombine equal numbers of carriers since they have the same emitter saturation currents

\[
V_{oc} = 2kT \ln \left( \frac{n_1 - \Delta n}{n_1} \right)
\]

or

\[
n_1 = \Delta n + n_i \exp \left( \frac{qV_{oc}}{2kT} \right)
\]

This correction is contained within the solar cell modeling code that was used to fit the illuminated steady-state data. The code then constructs the one-dimensional solution for the carrier density up to the front surface accounting for the spatial dependence of the photogeneration profile and the carrier density dependences of the Auger recombination.

In the case of the OCVD measurements, the gradients in carrier density near the junction edges are assumed to create the only significant deviations from the flat profile across the cell shortly after the end of the forward-biasing pulse. Since these collection regions only contain a small fraction of the carriers in the cell, most of the recombination in the emitter region is supplied by carriers that diffuse through this region just as in the steady-state illuminated case. Therefore, (11) is a good approximation to the correction that should be made to the carrier density as determined from (3). Because of these gradients, a more accurate expression than (3) for the average carrier density \(n\) in the cell would be given by (13), where \(n_i\) is taken to be the average carrier density in the cell. The correction due to the \(\Delta n\) is shown in Fig. 5 as the ratio of (13) to (3).

For the range of carrier densities used to fit (6) to find the recombination coefficients, up to \(1.2 \times 10^{17}\) carriers/cm\(^3\), the largest correction to \(n\) is 1.6 percent for the devices in this study. The two curves shown for this device indicate the results from two different choices of the parameter \(r_1\) to demonstrate the sensitivity to this parameter. Changing \(r_1\) from 28 to 15 \(\mu m\) will alter the average carrier density by 0.2 percent. Since the coefficient \(C_A\) depends on \(n^2\) in (5), the 0.2-percent difference in the correction to \(n\) would result in a difference of 0.4 percent in the extracted \(C_A\).
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